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Introduction It is well known that speech emotion recognition rates are high (> 90%) for acted
emotions under clear recording conditions. Further, research has shown to date that these rates
drop considerably (< 60%) if naturalistic emotions are considered [6], and if data is disturbed with
artificial noise or if recordings are performed in noisy environments [2]. A less investigated scenario
that we will discuss are in-car settings. Here, particular naturalistic emotions will be observed, and
the acoustic recordings will be naturally perturbed by convoluted in-car noise which is of a special
nature. Previous investigations have only superimposed clean speech to different car noise types and
noise levels. We will give an overview on differences in quality and performance of classification
tasks conducted in this environment. The full paper will also motivate the importance of why emotion
recognition in in-car environment is necessary for the assessment of typical driving situations, and
how emotion recognition results can be used by the in-car systems to enhance driving safety and
comfort.

Database To achieve controlled test conditions, a driving simulator of Continental Automotive
GmbH was used. To obtain comparability with published results under different conditions, the data
samples of the Vera am Mittag corpus [4] and the Berlin Database of Emotional Speech [1] were
used. By replaying the samples in the simulator, the simulated car noise was not superimposed but
convoluted with the speech samples. These databases cover both, categorical, high quality, expres-
sive, acted emotions and dimensional, low quality, spontaneous, scripted emotions. In total, 3 hours
of acoustic material was recorded.

Recording Setup The recordings of the replayed emotional samples were conducted using two
directional shotgun microphones placed at the A-pillars of the simulator vehicle. The samples were
played back from loudspeakers mounted at head heights on the drivers seat. Two different recording
scenarios were used to obtain samples only influenced by the in-car acoustics (simulator turned off,
no environmental noise present) and disturbed with simulated highway noise (simulator turned on,
driving autonomously).

Methodology To evaluate the quality decrease of the disturbed speech samples, the signal-to-noise
ratio was computed. Additionally, a quality measure based on the Compression Error Rate (CER)
presented in [5] was considered. To also evaluate the influence of noise in speech emotion recog-
nition, state-of-the-art classification experiments were carried out using Support Vector Machines
(SVM) and the "‘emobase"’ feature set [3]. The significance of the results was then analyzed using
the statistical evaluation methods ANOVA and t-test.

Results The full paper will present the results of the investigations described above and discusses
the necessity of adapting emotion recognizers for different in-car convolutive noise levels. A clear
statement on the performance reduction of classifiers trained on clean in contrast to disturbed speech
in cars will be given.
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